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ABSTRACT

In this report, techniques for performing constant false alarm rate (CFAR) processing
with airborne pulse-Doppler radars are described. Cell-averaging, greatest-of, and smallest-of
CFAR processors are implemented on interference environments of thermal noise, and thermal
noise plus clutter. For the particular radar conditions considered, a 60 dB clutter peak appears
across all of the range gates, and thirty of the Doppler bins. While these three processors were
successful in the thermal noise environment, they suffered large CFAR losses in the presence
of the clutter peak. The smallest-of CFAR algorithm performed much worse than the other two,
due to its tendency to underestimate the interference powers. Although enlarging the reference
window improves the performance of all the processors, it is clear that for the complicated
clutter situation examined, more sophisticated CFAR techniques are required.

RtSUlt

Ce rapport dgcrit des techniques pour r~aliser des taux constants de fausses alarmes
(TCFA) pour des radars a6roportds. La moyenne cellulaire, le plus-grand-de et le plus-petit-de
TCFA processeurs sont impiant6s pour des situations d'interf6rence de bruit thermique, et aussi
de bruit plus fouillis. Pour les conditions radars particuli~res considgr6es dans l'6tude, un pic
de fouillis de 60 dB apparaIt dans toutes les cellules de port6e et sur une largeur de 30 cellules
Doppler. Bien que les trois processeurs aient une bonne performance dans un environnement
de bruit thermique, ils montrent une large perte TCFA en pr6sence du pic de fouillis. A cause
de sa tendance A sous-estimer les puissances d'interfgrence, le plus-petit-de TCFA algorithrne
a une performance beaucoup plus pauvre que les deux autres algorithmes. Bien qu'un
6largissement de la grandeur de la fen~tre de r6f6rence am6liore la performance des trois
processeurs, il est clair que pour le cas compliqu6 oh il y a du fouillis avec des caract6ristiques
semblables A celles de la situation dtudi6e, des techniques TCFA plus sophistiqu6es sont
n6cessaires.
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EXECUTIVE SUMMARY

Constant false alarm rate (CFAR) processors are used to prevent automatic detection
radar systems from becoming overloaded with false targets in the presence of time varying, or
unknown interference environments. They are also used to maintain the number of false alarms
at a level which is consistent with the particular operating scenario. Many different CFAR
algorithms exist; among the most common are the cell-averaging, greatest-of, and smallest-of
processors. These three processors were implemented and compared in airborne pulse-Doppler
radar interference environments of thermal noise, and thermal noise plus clutter. It was found
that the smallest-of CFAR algorithm performed poorly because it tends to underestimate the
interference power. The cell-averaging and greatest-of processors pronc,,ed result', of
comparable quality in both types of interference. Although they were very successful in the
thermal noise cases, their performance decreased substantially when faced with the large clutter
peak (60 dB) that arose from the conditions considered in this report. More sophisticated
techniques will be required to negate the effects produced by this clutter peak.
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1.0 INTRODUCTION TO CFAR

Modem radar systems support automatic detection modes in vwhich some function of the
envelope detector output at a range-Doppler resolution cell is compared with a threshold number,
T. If the threshold is exceeded, then a target is declared to be present. The threshold value is
selected to provide the maximum false alarm rate that the radar system signal and data
processors can accommodate, without becoming overloaded. Increasing the detection threshold
unnecessarily results in desensitization of the radar system to target returns.

The threshold value is a function of the design false alarm probability and the level of
the surrounding interference. That is,

T = k oo (1)

where a02 is the ambient interference power and k0 is a proportionality constant controlling the
false alarm rate.

Usually the threshold for this processor assumes a value that is appropriate for a thermal
noise environment. However, for practically all realistic operating scenarios, the interference
power is made up of thermal noise plus the return echoes from a large number of point, area
or extended targets, known as clutter. Unfortunately, the false alarm probability, when
operating in an automatic detection mode given by (1), is extremely sensitive to small variations
in the interference power. Finn and Johnson [1] demonstrated that for a case in which the
threshold was originally set for a false alarm probability of la', a 3 dB increase in the total
noise power density (thermal noise and clutter) resulted in a new false alarm probability of 10'.
Since virtually A]l radar systems operate in environments in which the interference level is time-
varying, and possibly unknown a priori, automatic target detection with a fixed threshold scheme
is not practical.

Constant false alarm rate (CFAR) processors alleviate the problems of automatic target
detection when the interference power is unknown or time varying. The goal of a CFAR
processor is to maintain a constant false alarm probability, while maximizing the detection
probability. It does so by estimating the interference power in the resolution cell under
examination. A target is declared to be present if the power in the cell under test exceeds some
fixed multiple of the estimated interference power.

Many different CFAR techniques exist [2-10]. Some make no a priori assumptions about
the form of the background noise or clutter distributions. These nonparametric, or distribution-
free detectors are intended to provide CFAR operation in the presence of unknown or varying
background noise and clutter-envelope statistics [2]. Other CFAR techniques assume that for
detection over an observation interval, the interference distribution is completely known except
for a finite number of parameters, and that the distribution type is fixed except for possible
variation in one or more of the distribution parameters.



The work described in this report makes use of the latter of the CFAR techniques. That
is, the interference power distribution in the cell under test is assumed to be known, except for
the mean power Aj. Thus if Xi is the squared modulus of the interference in cell i, its cumulative
distribution, Fxi(x), is given by

F, (x) = P (X<x) = F, (2)

where F.(x) is the unit mean distribution.

The distribution type used in this report is the exponential distribution. An exponential
power distribution corresponds to an interference environment having a Rayleigh-envelope clutter
distribution. This is a very common model for detection in the presence of chaff, sea clutter for
pulse widths greater than 0.5 14s, sea clutter at grazing angles greater than 50, land clutter
observed from grazing angles greater than 5' over undeveloped terrain, and in any situation in
which the clutter arises from a very large number of patches [2]. The exponential distribution
family has a unit mean distribution given by [3]

F(x) = l-e (3)

The CFAR processor estimates the mean power, 'j, of the interference in the iA cell
under test. The squared modulus of the cell under test is then compared to a threshold, T,.
where

C i (4)

and C is a constant controlling the probability of false alarm.

If the actual power in the cell under test exceeds the threshold in (4) then a detection is
declared. If no errors are made in estimating the mean power j,, then the probability of false
alarm, P.F, assuming a unit mean di';ribution, F(x), is

PA = f p,(x)dx
C

C (5)
= I p.(x)dx

= 1 -F,,(C)

where p.(x) is the probability density function of the interference power.
Hence the value of C which produces a desired false alarm probability of PI.i.t,. with
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exact mean estimation is,

CO = Fu-' ( 1 -PFA,,S) (6)

Thus for desired false alarm probabilities of PFAd, = 10 ', 10 ', 10,' and 10', and an
exponential distribution, the optimal values of C may be computed as, C,, -= 8.39 dB, 9.64 dB,
11.40 dB and 12.65 dB respectively.

2.0 EVALUATING CFAR PERFORMANCE

In this report CFAR techniques are applied to a missile approach warning system
(MAWS) radar mode. The system employs an airborne pulse-Dopp!er radar at an altitude of
100 m, with a pulse width of 3.33 ps and a pulse repetition frequency of 50 kHz. There are a
total of five range gates (spaced 500 m apart), and 128 Doppler frequency bins.

The DREO airborne radar simulator (ABRSIM) [11-151 was used to generate the
interference in the Doppler bin outputs of each range gate. The interference return to any
individual range-Doppler cell is assumed to be a random variable, with all of the cells having
the same distribution family, in this case exponential. The interference is composed of either
thermal noise alone, or both ground clutter and thermal noise. Each snapshot of the ensemble
of possible return signals contains 640 range-Doppler cells. To ensure statistical accuracy man.
independent snapshots of the range-Doppler map were generated.

The CFAR algorithm being tested is applied to each snapshot to estimate the mean power
in each cell, ji. An estimation error for each cell is computed as the ratio ,/ ,, in which a is
the mean power of the cell taken over the ensemble of snapshots. The natural logarithm of the
estimation error is computed for all of the cells in the ensemble of snapshots, and a global log-
estimation-error histogram, f,,c1+)(x), is formied.

The system false alarm probability can be determined using this log-error histogram, the
CFAR constant C, and knowledge of the distribution family. This results from the fact that P,
is only dependent upon the ratio of the threshold and the mean power, not upon their actual
values. Thus setting N equal to the number of cells, P,+.M may be computed as follows [3],

P,-i fIP(lnT, x) P(lnX,>x)dx
N -

(7)

I f f T(x)(1 -Fx, (ex))dx

3



II f I~FA N 1xA )( - e )

(8)

f fl. (x-lnC)(1 -F.(ex))dx

Hence PF,, as a furiction of In C is found by correlating the global log-error histogram
with the function 1 - F(e). The log-error histogram need only be taken once, for C = I, since
the log-error histogram shifts to the right or left, depending upon the value of C. Determining
the value of C which yields the desired probability of false alarm, PFA,,,, is a trial and error
process which involves iterative solutions of (8). A bisection search algorithm was implemented
to determine the value of C which yielded a false alarm probability within one one-thousandth
of the desired probability of false alarm.

The different CFAR techniques all have different biases and variances, hence comparing
only C values between the techniques is meaningless. By forming histograms of the estimated
powers in each cell i, a cumulative distribution function of the estimated powers can be found.
F,,.,(x). Once C has been computed using (8), the cumulative distribution function of the
threshold can be found, using (4), from [16],

FT(x) = F (1) (9)

Comparison of the threshold distribution functions, F1 (x), can be used to rate the
performance of different CFAR techniques. If F1 (x) for one CFAR method is strictly to the left
(or above) of the Fr(x) from another CFAR method, then the first algorithm is better becaue
it will produce a smaller false alarm probability for any value of the return echo power. This
is because the threshold will be larger for the first method than the second, resulting in a smaller
false alarm rate. The horizontal distance between the threshold distributions is the difference
in CFAR loss between the methods for a steady target at a detection probability of P, = F1.
The absolute CFAR loss can be found by comparing FT(x) to the distribution of the threshold,
for an idea! receiver, in which T = Co1,.

The probability of detection, P,), of a target can be computed using the threshold
distribution function FT(x). For a complex target, having a power density function fl,~(x), the
detection probability is

D f FT(x)fP,(x) d (10)

and for a target with a steady power of P,, the detection probability is

4



PD = FT(PT) (11)

A summary of the technique used to compare various CFAR algorithms concludes this
section. First, many snapshots of the range-Doppler map are processed with the competing
CFAR methods. Histograms are formed for both the logarithm of the estimation errors, and the
estimated values themselves. A cumulative distribution function of the estimated values can then
be constructed, by integrating the histogram of the estimated values. Next the value of the
CFAR multiplying constant C is computed using (8) for the desired false alarm rate. Once the
value of C has been determined, the threshold distribution function is obtained with (9). Finally,
the threshold distribution functions of the competing CFAR algorithms are compared to
determine the best method.

3.0 REFERENCE CELLS

The range-Doppler maps generated by the simulator, for the MAWS radar mode, contain
five range gates and 128 Doppler bins. The interference powers in the range-Doppler map are
identically distributed. In order to estimate the interference power in any particular test cell,
the interference powers from a set of reference cells are used.

The target power is often divided between a small number of adjacent radar cells because
the targets are not generally centred in a range gate or a doppler bin. Consequently, the range-
Doppler cells which immediately surround the test cell are not included in the reference cell set.
By excluding these cells, a guard cell region is developed which helps to prevent target self-
masking from occurring [17]. Note that it is assumed that no additional targets are present in
any of the reference cells.

The reference cell set may be one or two-dimensional. That is, cells in either range,
Doppler, or range and Doppler dimensions may be included in the reference cell set. The
notation that is used throughout this report first lists the number of range gates from which
reference cells may be obtained and then lists the number of Doppler bins which contribute to
the reference set of cells. Reference cells in the range dimension generally include an equal
number of cells that are closer and farther in range than the test cell. Likewise, reference cells
in the Doppler dimension include an equal number of cells with larger and smaller Doppler
frequencies than the test cell. Hence a 4x0 reference window contains cells in the two range
gates preceding the guard range gate closer than the test cell, and cells in the two range gates
fo!lowing the guard range gate immediately beyond the test cell. Figures 1 through 8 illustrate
the test cell, guard cells, and reference cells for various reference window sizes and test cell
positions. Note that a test cell which lies on the border of the range-Doppler map, will have
fewer reference cells than one found in the centre of the map because some of the reference cells
fall beyond the map's border. This is illustrated in Figures 1 and 2, and Figures 7 and 8.
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4.0 CELL-AVERAGING (CA-) CFAR

A cell-averaging CFAR processor estimates the interference power in the cell under test
by using the average value of the leading, trailing and surrounding reference cells. That is,

- = I IV (12)

where 'i is the estimated power of cell i, X is the power in reference cell j, and N is the size
of the reference cell set. A block diagram of a one-dimensional CA-CFAR processor is given
in Figure 9.

Range Gate Samples

Receiver X, Xn , I X X

Test
Cell

N

i-1

C Comparator

If X > T j Target

If X < T No Target

Figure 9 : Cell Averaging CFAR Processor

An inherent assumption of the CA-CFAR processor is that the interference statistics of
each reference cell are identical to the statistics of the test cell. Consequently, the performance
of the CA-CFAR processor deteriorates when the interference is nonhomogeneous over the
reference cell window. The two most common forms of nonhomogeneity are edge effects and
discrete scatterers [2].
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Edge effects arise when the mean cell powers in the reference window undergo a step
change along some boundary. This usually occurs when two or more different clutter
environments (ie. land and sea) lie within the reference window.

Two different cases exist for edge effects [4]:
a) If the test cell lies in a region of weak interference, while some of the reference cells

are immersed in the clutter edge then the threshold will be unnecessarily raised, thereby reducing
the probability of detection, even though the cell under test has a high signal-to-noise ratio. The
clutter regions are expanded by approximately half the length of the reference window, causing
a masking effect to occur.

b) If the cell under test is immersed in the clutter edge, but some of the reference cells
are in the clear region, then the probability of false alarm increases dramatically as the edge step
size increases. This is a serious problem in the design of search radars [5].

The presence of a large discrete scatterer in one or more reference window cells can
cause changes in the clutter distribution itself. This generally occurs when one or more
interfering targets lie within the reference window. The resulting increase in the threshold level
degrades the detection of the target in the cell under test.

5.0 GREATEST-OF (GO-) CFAR

The greatest-of CFAR processor is designed to combat the CA-CFAR problems which
exist in the presence of interference edge effects. The GO-CFAR processor separates the
reference window cells into two (or more) subsets based upon location. The average cell power
in each subset is calculated and then the greatest average between the subsets is taken to be the
estimated power of the cell under test. Hansen demonstrated that with this processor, the false
alarm rate remains almost constant as the reference window moves over a clutter edge [5].
However, the masking effect discussed above is worsened. Figure 10 is an illustration of a one-
dimensional (range only) GO-CFAR processor, in block format.

In the example of Figure 10, the subsets correspond to those cells which are closer in
range than the cell under test, and those that are farther in range. In the two-dimensional
averaging cases, cells at the same range, but smaller Doppler frequencies could be assigned to
the first subset, while those with a larger Doppler frequency than the cell under test could be
assigned to the second subset.

The GO-CFAR processor provides an improvement in the probability of false alarm, at
a cost of a small additional loss in detection efficiency for detection in an interference
distribution edge effect. However, the detection probability decreases severely when a single
interfering target with strength equal to the test cell target appears in the reference window. The
performance of GO-CFAR is worse than CA-CFAR for detection with target discrete scatterers
[2].

9



Range Gate Samples

Receiver XN X+1 X IX

Test
N-Cl n C

1-n j

L,=Maximum of (LtIkF

C Comparator

Tj If X > T, Target

If X < T : No Target

Figure 10 : Greatest - Of CFAR Processor

6.0 SMALLEST-OF (SO-) CFAR

A block diagram of a smallest-of CFAR processor, using a one-dimensional reference
window, is illustrated in Figure 11.

The SO-CFAR processor forms reference cell subsets in the exact same manner as the
GO-CFAR processor. However, rather than selecting the largest of the subset means, the SO-
CFAR processor selects the smallest of the subset means, and assigns this quantity to the
estimated power in the test cell.

The SO-CFAR processor performs significantly better than CA-CFAR for detection with
one or more interfering targets in one half of the reference cell window. For detection with
interfering targets in each half of the reference window the performance is similar to CA-CFAR.
However, the SO-CFAR processor suffers severe degradation in false alarm rate control, as
compared to CA-CFAR and GO-CFAR in the presence of an interference distribution edge effect
in the reference cell window because of its tendency to underestimate the interference power [2].
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C Comparator

If X >, T • Target

If X < T No Target

Figure 11 : Smallest - Of CFAR Processor

7.0 SIMULATION RESULTS

In this section the simulation results obtained using the three CFAR processors on two
different types of interference, namely, thermal noise and thermal noise plus clutter are
presented. The simple case of thermal noise interference is considered first.

7.1 Thermal Noise Interference

The thermal noise interference is assumed to be additive white Gaussian noise (AWGN)
(consequently having an exponential power distribution). For this simulation, 100 snapshots of
a 30 x 30 range-Doppler map were generated, resulting in a total of 90000 range-Doppler cells.
The first two snapshots of the range-Doppler map are illustrated in Figures 12 and 13.
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Figure 12 Snapshot 1I Noise Only

Figure 13 Snapshot 2 - Noise Only
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The generated noise had a mean power of 0.9985, or -0.0064 dB. This value was used
in the computation of the log-error for each cell. The three different CFAR techniques were
performed on the ensemble of maps, and the value of the threshold multiplier, C, was computed
for desired false alarm rates of 10', 10-, and 106. The threshold multiplier was computed using
reference window sizes of 2x2, 4x4, 8x8 and 16x16 in the range-Doppler dimensions. The
results obtained are listed in Table 1.

Window Desired CA-CFAR GO-CFAR SO-CFAR
Size C (dB) Actual Pa C (dB) Actual P,. C (dB) Actual Pf ,

2 x 2 1. E-3 9.573 1.00 E-3 8.928 1.02 E-3 18.279 8.11 E-4

1. E-4 11.298 4.44 E-5 10.685 7.78 E-5 29.143 9.99 E-5

1. E-6 14.224 0.00 13.771 0.00 52.403 0.00

4 x 4 1. E-3 8.869 1.11 E-3 8.421 1.14 E-3 11.882 1.02 E-3

1. E-4 10.291 1.11 E-4 9.865 9.99 E-5 17.865 9.99 E-5

1. E-6 12.442 0.00 12.049 0.00 41.595 0.00

8 x 8 1. E-3 8.570 1.03 E-3 8.266 1.09 E-3 9.821 1.16 E-3

1. E-4 9.881 1.22 E-4 9.592 1.33 E-4 14.761 1.22 E-4

1. E-6 11.772 0.00 11.507 0.00 41.596 1.11 E-5

16 x 16 1. E-3 8.458 1.01 E-3 8.249 1.03 E-3 9.234 1.05 E-3

1. E-4 9.730 1.22 E-4 9.530 1.22 E-4 14.408 1.44 E-4

1. E-6 11.535 0.00 11.350 0.00 41.594 1.11 E-5

Table 1: Simulation Results of the Noise-Only 30 x 30 Maps

In order to ensure that consistent estimates of C are obtained from the simulation, five
different starting seeds for the random number generator were used for the 2x2 reference
window case. The variation in the C values obtained for each false alarm rate, from the five
different starting seeds are listed in Table 2. It is evident that for a false alarm rate of 10-,
consistent (within fractions of a decibel) estimates of C are obtained for all three CFAR
processors. For a false alarm rate of 10', the CA and GO-CFAR processors had consistent
estimates of C, but the SO-CFAR processor had a variation of approximately 1.5 dB over the
five different starting seeds. The 106 false alarm rate caused a variation of 13.43 dB for SO-
CFAR, 0.42 dB for GO-CFAR and 0.65 dB for CA-CFAR. The reason for the large variations
in the SO-CFAR processor, for smaller false alarm rates will become evident when the log-error
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histograms are examined. As a result of these variations, depending upon the starting seed, all
three CFAR processors shall only be compared for a false alarm rate of 10'. The CA and GO-
CFAR processors can be accurately compared for Pf. = 10', and an approximate relationship
between these two processors can be obtained, with 100 snapshots for Pfa = 106.

Desired Pf. CA-CFAR (dB) GO-CFAR (dB) SO-CFAR (dB)

10.  0.0421 0.0483 0.4766
10.4  0.1111 10.1015 1.5031

10-6  0.6465 0.4178 13.4325

Table 2 : C Value Variation over 5 Different Starting Seeds for a 2 x 2 Reference Window

The CFAR algorithms were tested by comparing the threshold for each cell, in each
snapshot (computed using (4)), to the actual cell power. Since there were no targets in any of
the snapshots, a false alarm occurs whenever the actual cell power exceeds the threshold. In this
manner, it is possible to count the number of false alarms, and hence compute an actual false
alarm rate over the ensemble of snapshots. As evident from Table 1, the actual false alarm rate
obtained was very close to the desired false alarm probability. Consequently, the method for
computing the threshold multiplier, by using (8) is indeed validated. Note that while this testing
method is not statistically accurate for a desired P,. of 10-6 since only 90000 cells are used in the
test, there are enough test cells to obtain a statistically meaningful value of Pf, for desired false
alarm rates of 10' and 10-4.

Because identical means and distributions were used for each cell, the CFAR performance
should improve as the number of cells included in the reference window increases. The
accuracy of the mean estimation increases as the number of cells used to form the estimated
mean increases. Consequently, for a given reference window size, one would expect that the
CA-CFAR processor should perform better than the GO-CFAR or SO-CFAR processors because
it uses twice as many cells in estimating the mean power. We should also notice an
improvement in the performance of any given technique, as the number of cells in the reference
window is increased.

Figure 14 illustrates the log-error histogram obtained with the CA-CFAR processor for
a reference window size of 4x4 range-Doppler cells. While the error density is centred at 0 dB,
there is some residual error at -4.5 dB. It is this underestimation tail portion of the error density
function that approximately defines the CFAR processor performance (recall that underestimating
the interference power can dramatically increase the false alarm rate). The threshold multiplier,
C, is an increasing function of the length of the negative tail (from 0 dB), and the desired false
alarm rate [3].
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The log error histogram for the 16x16 CA-CFAR processor is shown in Figure 15. Once
again the error density function is centred at 0 dB. However, the variance in the distribution
is much smaller than the distribution in Figure 14, because of the improvement in the accuracy
of the mean estimation. This accuracy improvement is also illustrated by the decrease in the
length of the underestimation tail, which is now about 1.4 dB.

The threshold distribution functions for the CA-CFAR processor, with four different
window sizes, and desired false alarm probabilities of 10-1, and 106 are illustrated in Figures 16
and 17, respectively. It is clear, from these figures, that as the number of reference cells
increases, the performance of the CA-CFAR processor approaches the optimal threshold
distribution, which is the vertical line plotted in the figures.

Figures 18 and 19 illustrate the log error histogram:, of the GO-CFAR processor for
reference window sizes of 4x4 and 16x16 range-Doppler cells, respectively. The
underestimation tails are approximately the same length as those of the CA-CFAR processor.
The improvement in the estimation by using a 16x16 window is evident through the
concentration of the error about the mean, and the smaller underestimation tail. However, it is
evident from Figures 18 and 19 that a small positive bias is being imposed by the GO-CFAR
processor. This bias manifests itself as a shift in the central portion of the distribution
(approximately 0.5 dB for a 4x4 reference window). The bias occurs because GO-CFAR selects
the greater mean of the two subsets, as opposed to CA-CFAR which selects the mean of the two
subset means for the cell power estimation. Threshold distribution functions for the GO-CFAR
processor are illustrated in Figure 20 for a false alarm rate of 103 , and Figure 21 for a false
alarm rate of 10.6. Again it is evident that the CFAR performance improves as the size of the
reference window increases.
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Log-error histograms of the SO-CFAR processor with reference window sizes of 4x4 and
16x16 range-Doppler cells, are illustrated in Figures 22 and 23, respectively. Notice that the
SO-CFAR processor produces very large underestimation tails (approximately 21 dB for a 4x4
window, and 20 dB for a 16x16 window), as a result of selecting the smaller mean of the two
subsets. The smallest-of mean selection also produces a negative bias (about .75 dB for the 4x4
reference window) in the mean estimates. Figure 24 shows the resulting threshold distribution
functions for a desired false alarm probability of 10-, and various window sizes. As the window
size increases, the performance of the SO-CFAR processor improves.

The large underestimation tail produced by the SO-CFAR processor is the cause of the
inconsistent estimates of the threshold constant, as the false alarm rate decreased, which was
observed in Table 2. Recall that the threshold constant C is computed by correlating the log-
error histogram with an exponential function. With 100 snapshots of the 30x30 maps the
frequency of the log-error values in the edges of the underestimation tail is very small (often I
or 2 out of 90000 samples). Because the underestimation tail's edge is correlated with the steep
portion of the exponential function the resulting correlation is very sensitive to the frequency of
the log-error values in the underestimation tail. As the false alarm rate decreases, the edges of
the underestimation tail become more important in computing the threshold multiplier.
Consequently, due to the small number of samples in the edge of this tail, a large variation in
the value of C is observed as the false alarm rate becomes small. Many more snapshots of data
are required to 'fill' this underestimation tail, so that consistent estimates can be obtained for
small false alarm rates. By comparison, the underestimation tails of the CA and GO-CFAR
processors were much smaller than the SO-CFAR processor, hence 100 snapshots were adequate
to obtain consistent estimates of C.

By comparing the threshold distribution functions, shown in Figures 16, 17, 20, 21, and
24, it is evident that the CA-CFAR processor outperforms the GO-CFAR processor which in
turn outperforms the SO-CFAR processor, for a given reference window size. In Figure 25 the
threshold distribution functions of each processor are plotted using a 16x16 window size for a
desired false alarm probability of 10'. Figures 26 and 27 illustrate the threshold distribution
functions of the CA and GO-CFAR processors for false alarm rates of 10 ', and 106,
respectively. These graphs highlight the cuperiority of the CA-CFAR processor over GO-
CFAR, and the inferiority of the SO-CFAR processor versus GO-CFAR. The poor performance
of the SO-CFAR processor, with respect to the other processors, could be predicted by its much
longer underestimation tail in the log-error histograms. The underestimation bias of the SO-
CFAR processor causes problems in this noise-only environment since underestimation of the
mean power can greatly increase the false alarm probability.

For a steady target, a false alarm rate of 103 , a 16x 16 reference window, and a detection
probability of 0.5, the CFAR losses of the CA, GO and SO-CFAR processors were 0.05 dB,
0.06 dB, and 0.58 dB, respectively. Increasing the detection probability to 0.9 increased the
CFAR losses to 0.44 dB, 0.56 dB, and 1.01 dB for the CA, GO and SO-CFAR processors,
respectively. The CFAR losses of the CA and GO-CFAR processors remained essentially
constant as the false alarm rate was decreased to I06.
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In summary, the histograms and threshold distribution functions which have been
presented confirm the proper operation of the CFAR simulation, and illustrate the following
trends. First, as the value of the threshold multiplier, C, increases, the false alarm rate
decreases for any constant reference window size. Second, for a constant false alarm rate, the
value of the threshold multiplier (and hence the CFAR loss) decreases as the reference window
size increases. Third, as one would expect, the CA-CFAR processor outperforms the SO and
GO-CFAR processors, for any particular window size, because it uses twice as many cells in
estimating the mean power. Finally, because the SO-CFAR processor underestimates the mean
power, its performance is much worse than either the CA or GO-CFAR processors.

21



2.OE-2

1 .BE-2

1 .5E-2

S1.3E-2

- .OE-2

c7.5E-3

5.OE-3

2.5E-3

0.OE+0 -1. ...-40 -30 -20 -10 0 10
Log Error (dB)

Figure 22 :Log-Error Histogram of SO-CFAR (4 x 4)

5.OE-2

4.5E-2

4.OE-2

3. E-2
0

w 3.OE-2

-2.5E-2

S2.OE-2

1 .5E-2

1 .OE-2

5.OE-3

0.OE+0
-0 -0 -20 .... ....... -110

Log Error (dB)

Figure 23 :Log-Error Histogram of SO-CFAR (16 x 16)

22



Pt. - 0-

1.0

0.9

0.8

0.7

0.6 - 2 x 2 Window
4 x 4 Window

:Z0.5 - 8 x 8 Window
16 x 16 Window

L9 OPTIMAL
0.4

0.3

0.2

0.1

0.00 .0 ........ 7 7 .. ... .... .. 6 1.. . .... .... ....

-40 -30 -20 -10 0 10 20 30
X (dB)

Figure 24: Threshold Distribution Functions of SO-
CFAR in a Noise-Only Environment and P, = 10.

P1. 1 10-3, 16 x 16 Window

1.0

0.9

0.8

0.7

0.6 - CA-CFAR
GO-CFAR
SO-CFAR

' 0.5 - OPTIMAL
,..=

0.4

0.3

0.2

0.1

0.0 -, ,I .. . ..

0 5 10 15
X (dB)

Figure 25 : Threshold Distribution Functions, Noise-Only

23



P1 . =10-'. 16 x 16 Window
1.0

0.9

0.8

0.7

0.6 - CA-CFAR

~ 0.5 - GO-CFAR
Z 0.54 OPTIMAL

0.4

0.3

0.2

0.1

0.0 -m
8 9 10 11 12

X (dB)

Figure 26 :CA and GO-CFAR (16x16) Threshold
Distribution Functions, P,., 10'.

P'. =10-' 16 x 16 Window
1.0

0.9

0.8

0.7

0.6
CA-CFAR
GO-CFAR

~ 0.5'-.--.-.OPTIMAL

0.4

0.3

0.2

0.1

9 011 12 13
X (dB)

Figure 27 :CA and GO-CFAR (I16x 16) Threshold
Distribution Functions, Pf, = 10-1.

24



7.2 Clutter and Thermal Noise Interference

As mentioned earlier, the DREO airborne radar simulator was used to generate the
interference power in the range-Doppler cells for a MAWS radar. One hundred snapshots of
the 5 x 128 range-Doppler maps were produced. The interference power in each cell was an
exponentially distributed variable, comprised of ground clutter and thermal noise. Figure 28
illustrates the mean values, over the ensemble of snapshots, of each range-Doppler cell. These
values were used to compute the log-error function. Two different snapshots of the 5 x 128
maps are illustrated in Figures 29 and 30.

I.'

N

Figure 28 : Mean Range-Doppler Map, Clutter and Noise Environment
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By examining Figures 28 to 30 the difficulties which clutter impose on a CFAR algorithm
become evident. Note that the interference includes contributions from the antenna's sidelobes
and backlobes. There is a very large peak (approximately 60 dB) which extends throughout all
five range gates between Doppler bins 50 and 80 (approximately ±500 m/s). This peak is
caused by the reflections of the transmitted radar pulses from the ground patches. Outside of
this clutter peak region the range-Doppler map is quite 'flat' and the interference is mainly
composed of thermal noise. Hence one would expect that the CFAR processor should be able
to operate well in the noise portion of the map, but may have difficulty in the clutter dominated
region.

The three CFAR processors were tested on all of the clutter maps. The effects of various
reference window sizes, in one and two dimensions, were considered. The results, for desired
false alarm probabilities of 10', 10', and 10.6 are listed in Table 3. As before, the computed
value of C was tested by counting the number of false alarms that occurred over the ensemble
of snapshots. The resulting 'actual' false alarm rate is also listed in Table 3. The actual value
of the false alarm rate obtained is very close to the desired rate, hence, again the method for
computing the threshold multiplier is validated. Note that all of the false alarms that did occur
were from cells which were contained within the clutter peak region.

Window Desired CA-CFAR GO-CFAR SO-CFAR
Size C (dB) Actual Pfa C (dB) Actual P,, C (dB) Actual Pf,

2 x 0 1. E-3 34.207 9.68 E-4 34.205 9.69 E-4 34.911 9.53 E-4

1. E-4 44.067 9.38 E-5 44.068 9.38 E-5 44.461 1.09 E-4

1. E-6 51.853 0.00 51.853 0.00 51.908 0.00

4 x 0 1. E-3 28.724 1.08 E-3 28.724 1.08 E-3 30.049 1.14 E-3

1. E-4 33.844 4.68 E-5 33.844 4.69 E-5 37.272 6.25 E-5

1. E-6 41.731 0.00 41.731 0.00 49.114 0.00

6 x 0 1. E-3 28.646 9.06 E-4 28.648 9.06 E-4 29.843 1.00 E-3

1. E-4 32.810 6.25 E-5 32.808 6.25 E-5 36.689 7.80 E-5

1. E-6 39.010 0.00 39.009 0.00 49.115 0.00

0 x 2 1. E-3 19.695 8.13 E-4 18.595 7.50 E-4 50.979 8.28 E-4

1. E-4 28.617 3.13 E-5 27.999 3.12 E-5 61.383 1.09 E-4

1. E-6 39.476 0.00 39.387 0.00 75.421 0.00

0 x 4 1. E-3 14.432 5.31 E-4 13.504 5.62 E-4 48.667 8.90 E-4

1. E-4 17.973 3.12 E-5 17.284 3.13 E-5 55.995 9.38 E-5

28



Window Desired CA-CFAR GO-CFAR SO-CFAR
Size Pf. C (dB) Actual Pfa C (dB) Actual Pf, C (dB) Actual P,,

0 x 4 1. E-6 23.876 0.00 23.465 0.00 63.116 0.00

0 x 8 1. E-3 12.254 7.19 E-4 11.403 7.50 E-4 48.068 9.37 E-4

1. E-4 14.990 6.25 E-5 14.383 7.80 E-5 54.176 7.81 E-5

S 1. E-6 19.632 0.00 19.312 0.00 60.294 0.00

0 x 16 1. E-3 11.313 6.40 E-4 10.395 5.93 E-4 47.820 9.06 E-4

1. E-4 13.714 7.80 E-5 12.892 6.25 E-5 53.386 1.25 E-4

1. E-6 17.325 0.00 16.683 0.00 58.819 0.00

0 x 40 1. E-3 14.526 7.34 E-4 13.345 5.90 E-4 48.232 8.12 E-4

1. E-4 17.250 4.68 E-5 16.303 1.09 E-4 53.355 1.09 E-4

1. E-6 20.953 0.00 20.108 0.00 58.183 0.00

2 x 2 1. E-3 14.998 7.50 E-4 12.396 9.06 E-4 42.687 1.02 E-3

1. E-4 19.293 6.25 E-5 17.633 9.38 E-5 54.812 1.09 E-4

1. E-6 24.823 1.56 E-5 24.163 1.56 E-5 70.972 0.00

4 x 4 1. E-3 14.949 8.13 E-4 11.417 8.90 E-4 42.470 1.09 E-3

1. E-4 18.660 4.69 E-5 15.840 6.25 E-5 52.854 4.69 E-5

1. E-6 23.611 0.00 21.991 0.00 61.001 0.00

6 x 6 1. E-3 15.322 8.43 E-4 11.239 9.69 E-4 42.366 9.22 E-4

1. E-4 18.908 1.09 E-4 15.455 6.25 E-5 52.179 7.81 E-5

1. E-6 23.225 0.00 21.347 0.00 60.280 0.00

2 x 16 1. E-3 12.973 1.02 E-3 10.265 8.59 E-4 43.112 9.53 E-4

1. E-4 16.434 7.80 E-5 14.012 1.09 E-4 51.213 6.25 E-5

1. E-6 20.574 0.00 18.839 0.00 57.025 0.00

Table 3 : Simulation Results of the Noise and Clutter 5 x 128 Maps
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Log-error histograms of the CA-CFAR processor and reference window sizes of 4x0,
0x4, and 4x4 are illustrated in Figures 31 to 33, respectively. When averaging only in the range
dimension (Figure 31) the length of the underestimation tail is approximately 36 dB. Averaging
only in the Doppler dimension (Figure 32) reduces the underestimation tail to 18 dB, while using
both the range and Doppler dimensions (Figure 33) produces a similar underestimation tail
approximately 18 dB long. Based upon these histograms, we can predict that the 0x4 and 4x4
reference windows should provide similar performance, followed by the 4x0 reference window.
Also note that the main peak in each of the CA-CFAR histograms is centred at 0 dB, indicating
that CA-CFAR does not bias the estimated mean powers.

In Figures 34 to 36 the log-error histograms for a GO-CFAR processor with reference
windows of 4x0, 0x4 and 4x4 are displayed. In each case the length of the underestimation tail
is approximately the same as for the CA-CFAR processor. Consequently one should not expect
much of a difference in the performance of these two CFAR processors. As in the noise-only
environment, the GO-CFAR processor imposes a positive bias in the mean estimation which
manifests itself as a slight shift to the right of the main peak in the log-error histogram.

Finally, the SO-CFAR processor's log-error histograms for reference windows of 4x0.
0x4, and 4x4 are displayed in Figures 37 to 39. From these figures one can see that the SO-
CFAR processor inflicts a negative (underestimating) bias upon the estimated mean values. This
processor also has a much longer underestimating tail than either the CA or GO-CFAR
processors. The tail is approximately 42 dB for a 4x0 window, 59 dB for a 0x4 window, and
52 dB for a 4x4 window. Consequently, the performance of the SO-CFAR processor should not
be very good relative to the CA or GO-CFAR processors.

As in the thermal noise environment, the frequency of the log-errors in the edge of the
underestimation tail is very small for the SO-CFAR processor. This means that the values of
the threshold multiplier, C, obtained from (8), will nnt he CO~niqtert fnr small values of the false
alarm rate. Many more snapshots are required to obtain accurate results for the value of C for
false alarm rates of 10", and 106. Hence, the SO-CFAR threshold distributions will only be
plotted for a false alarm rate of I0'.
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Figure 39 : Log-Error Histogram of SO-CFAR (4 x 4)

The threshold distribution functions of the three CFAR processors and a reference
window size of 4x0 range-Doppler cells are plotted in Figure 40, for a false alarm rate of 10'.
For the detection of a steady target with a probability of 0.5, the CFAR losses of the CA, GO
and SO-CFAR processors are 20.2 dB, 20.5 dB, and 21.0 dB respectively. Increasing the
probability of detection to 0.9 yields CFAR losses of 21.0 dB, 21.0 dB and 19.0 dB for the CA,
GO and SO-CFAR processors, respectively. The reason why the performance of all three
processors is so similar, in this case, is that with a 4x0 reference window, two subsets (one
closer in range than the test cell, and one farther in range) are only formed if the test cell lies
in the third range gate. If the test cell is in any other range gate, then only one subset is
formed, and all three processors behave as a CA-CFAR processor. Figure 3 depicts the
reference window scenario if the test cell lies in the fifth range gate.

In Figure 41 the threshold distribution functions are plotted for a reference window size
of 0x4 cells and the severe underestimation problems of the SO-CFAR processor are vividly
displayed. The CFAR losses of the CA, GO and SO processors are 6 dB, 7 dB and 37.5 dB
for a detection probability of 0.5, and 6 dB, 7 dB and 30 dB for a detection probability of 0.9.
The threshold distribution functions with a 4x4 reference window are displayed in Figure 42.
This time the CFAR losses of the CA, GO, and SO-CFAR processors are 6.5 dB, 4.0 dB, and
33.0 dB for a 0.5 detection probability, and 15.5 dB, 15.5 dB, and 30.5 dB for a detection
probability of 0.9.
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Figures 43 to 45 illustrate the threshold distribution functions for the CA-CFAR, GO-
CFAR and SO-CFAR processors, respectively, for reference window sizes of 2x0, 4x0, 6x0,
0x2, 0x4, and 0x8 and a false alarm rate of 10-3. The smallest CFAR loss for the CA-CFAR
processor occurred with the 0x8 window and had values of 4.2 dB for a 0.5 detection
probability, and 5.0 dB for a 0.9 detection probability. Similarly the GO-CFAR processor had
the best performance with the 0x8 reference window, resulting in CFAR losses of 4.5 dB and
6.6 dB for detection probabilities of 0.5 and 0.9, respectively. For both the CA and GO-CFAR
processors, a one-dimensional reference window in the Doppler dimension produces CFAR
losses approximately 17 dB smaller than the corresponding one-dimensional reference window
in the range dimension. On the other hand, the SO-CFAR processor has an approximately 13
dB improvement in CFAR loss if the reference window is one-dimensional in range, rather than
in Doppler. As explained earlier, this is because the smallest-of computation is only performed
when the test cell is in the third range gate, if a range-only window is used. The
underestimation problems of the SO-CFAR processor can only affect one-fifth of the total
number of cells. Consequently, it is not unexpected that the SO-CFAR algorithm should
perform better if the reference window is one-dimensional in range for the 5 x 128 maps studied
in this report. The SO-CFAR 6x0 reference window incurred CFAR losses of 21 dB for a 0.5
detection probability, and 19 dB for a 0.9 detection probability.

In Figures 46 and 47 the threshold distribution functions of the CA and GO-CFAR
algorithms are plotted for a false alarm rate of 106, using the same reference windows as in the
cases of Figures 43 and 44. Again, the 0x8 reference window results in the smallest CFAR
loss. This loss is 8.5 dB and 9.5 dB for the CA and GO algorithms, with a steady target
detection probability of 0.5. A probability of detection of 0.9 results in CFAR losses of 9.2 dB
and 11.2 dB for the CA and GO-CFAR processors, respectively. As with the cases in which
the false alarm rate was 10', averaging with reference cells only in the range dimension does
not work well.

The threshold distribution functions of the CA, GO, and SO-CFAR processors for a false
alarm rate of 10-, and reference window sizes of 2x2, 4x4, Oxl6, 0x40, and 2x16 are illustrated
in Figures 48 to 50, respectively. Note that if none of the reference cells are 'cut-off' by the
map's edge, then a 2x2 reference window has the same number of reference cells as a 0x16
window, and a 4x4 reference window has the same number of cells as a 0x40 window. The
smallest CFAR losses of 3.4 dB, and 5.7 dB, for detection probabilities of 0.5 and 0.9,
respectively, with the CA-CFAR processor were obtained using a 0xl6 reference window. The
GO-CFAR processor achieved CFAR losses of 2.8 dB using a 2x16 window at a 0.5 detection
probability, and 7.5 dB using a 0x16 window at a 0.9 detection probability. CFAR losses of
32.5 dB (detection probability 0.5) with a 4x4 window, and 22.0 dB (detection probability 0.9)
with a 0x40 window were obtained with the SO-CFAR processor.

In Figures 51 and 52 the threshold distributions of the CA and GO-CFAR processors are
plotted using the reference windows listed above and a false alarm rate of 106. In these cases,
both processors achieved the smallest CFAR losses with a 0x16 reference window. The losses
for a 0.5 detection probability were 6.5 dB for CA-CFAR, and 6.9 dB for GO-CFAR. A 0.9
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probability of detection yielded CFAR losses of 8.8 dB for CA-CFAR and 10.8 dB for GO-
CFAR.

Finally, the threshold distribution functions of the CA and GO-CFAR processors are
compared in Figures 53 and 54 for reference windows of 2x2, 4x4, and 6x6 range-Doppler cells,
at false alarm rates of 10-1, and 10-6, respectively. At Pf, = 10-, the smallest CFAR loss of 3.8
dB, for a 0.5 probability of detection was obtained with the GO-CFAR 6x6 processor. The GO-
CFAR 2x2 processor had a CFAR loss of 12 dB at a 0.9 detection probability. When the false
alarm rate was decreased to 106, the GO-CFAR 6x6 processor had a CFAR loss of 10.9 dB at
a probability of detection of 0.5, and the CA-CFAR 2x2 processor had a CFAR loss of 19 dB
at a probability of detection of 0.9.

All of the threshold distribution plots presented illustrate the wide variability in
performance which can be achieved by using different reference window sizes. In general, one
dimensional Doppler reference windows worked the best for CA-CFAR and GO-CFAR,
although two-dimensional windows also worked well for GO-CFAR. Increasing the size of the
reference window usually improved performance, however, making the window too large can
degrade the performance, as seen in the curves for the 0x40 reference window. If the window
becomes too large, then part of the clutter peak will always lie within the reference window,
resulting in threshold values which are larger than they need be.
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8.0 CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER RESEARCH

In this report a preliminary investigation of CFAR techniques for airborne pulse-Doppler
radars was performed. A method for comparing different CFAR processors, by comparing their
threshold distribution functions, was implemented and tested. Three different CFAR processors
(cell-averaging, greatest-of, and smallest-of) were tested on interference environments of thermal
noise, and thermal noise plus clutter. The importance of generating enough snapshots of data
to obtain consistent threshold estimates was highlighted.

It was found that in general, the smallest-of CFAR processor performed much worse than
either the cell-averaging, or the greatest-of processors, because it tends to underestimate the
interference power. The SO-CFAR processor had its best performance when the reference
window was one-dimensional in the range dimension, because, as was described, its
underestimation problems could only affect one-fifth of the total number of cells. Even then it
was still worse than the CA or GO-CFAR processors. Generally, the best results for the CA-
CFAR processor were obtained with one-dimensional Doppler windows, while two-dimensional
windows worked best for GO-CFAR.
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Both the CA and GO-CFAR processors worked very well in the thermal noise
environment (CFAR losses < 0.6 dB). However, the severe peak in the clutter environment
caused serious degradations in their performance. 1o achieve a particular false alarm rate, the
CFAR algorithms raise the threshold considerably, to accommodate the large clutter peak. In
fact all of the false alarms that occurred in the ensemble of maps, were from the clutter peak
region.

In the noise dominated region, outside of the clutter peak, the very largt threshold is
much higher than it need be. As a result, the system is less sensitive to targets which may
appear in this region. Further work must be done to examine this situation. Perhaps some other
CFAR techniques such as Ordered Statistic (OS), or the gradient method would improve the
results. Perhaps the clutter peak could be ignored completely, essentially reducing the problem
to the noise-only environment, or alternatively some sort of adaptive window scheme could be
developed. Since the iocation of the clutter peak region is known a priori, it should be possible
to design a processor which excludes the clutter peak from the reference window if the test cell
lies in the noise-only region, or exclude the noise region from the reference window if the test
cell lies in the clutter peak region.

The simulations involving clutter in this report were performed for a specific set of radar
parameters and geometry. Further work should investigate the effects of different geometries
(radar altitude, look angles etc.) on the threshold multiplier and threshold distribution functions.
If it is found that the threshold values are highly dependent upon the geometry of the radar and
clutter patches, then an adaptive scheme to continually determine the appropriate values may be
required.
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